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1. INTRODUCTION

This report contains the description and results of the
calibration of the High Energy Electron Fluxmeter. The Fluxmeter
was designed to detect, in orbit, electrons with energies between
1 and 10 MeV and be insensitive to protons with energies up to
several hundred MeV. A full description of this instrument can be
found in Ref. 1.1. The Fluxmeter was built for the Air Force by
Panametrics under contract F19628-79-C-1075. The calibration work
was carried out under contract F19628-82-C-0090. (See Ref. 1.2),
while the final analysis of the calibration data was carried out
under contract F19628-87-C-0169.

The Fluxmeter is shown in cross section view in Fig. 1.1.
Electrons are detected using two solid state silicon surface
barrier detectors (SSD's) and a bismuth germanate (BGO)
scintillator. An annular plastic scintillator surrounds the BGO
crystal, and is used in anti-coincidence to reduce the response to
high energy penetrating protons and to electrons which scatter out
of the BGO crystal. The two SSD coincidences and the shield anti-
coincidence can be enabled or disabled individually by ground
command. The basic operating modes and theoretical energy loss
curves are discussed in detail in Ref. 1.1. The present report is
concerned primarily with the analysis and presentation of the
Fluxmeter calibration data.

All the accelerator calibration work done on the Fluxmeter is
discussed in this report. The summary of the electron calibration
results is in Section 4, while the summary of the proton tests is
in section 5. Sections 2 and 3 contain the details of the
electron calibration work and have been included for the sake of
completeness. Section 2 contains the results of the low energy
electron, 0.75 to 1.75 MeV, calibration done at the Goddard Space
Flight Center Van de Graaff accelerator. Section 3 is a report on
the high energy electron, 1.3 to 10.8 MeV, calibration carried out
at the Rome Air Development Center LINAC at the Hanscom Air Force
Base. Sections 2 and 4 have been adopted from the final report
for contract F19628-82-C-0090 (AFGL document GL-TR-89-0152), Ref.
1.2.

2. LOW ENERGY ELECTRON RESPONSE

The low energy electron response of the Fluxmeter was studied
in tests performed at Goddard Space Flight Center (GSFC) electron
accelerator in July, 1987. Beams of electrons with energies
ranging from 0.25 to 1.75 MeV and angles of incidence between 00
and 300 were used to bombard the instrument. The experimentally
determined quantities were the count rates of the two solid state
detectors, SSD-Front and SSD-Back, and the BGO scintillator. The
measurements were taken as a function of beam energy, angle of
incidence of the beam and the high voltage applied to the photo-
multiplier tube viewing the BGO crystal. Sections 2.1 through 2.3
contain a discussion of the data reduction and a summary of the

1
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results. A theoretical calculation of the expected response of
the instrument and a comparison with the data are included in
Section 2.4.

2.1 Experimental Arrangement

During the tests at GSFC, the Fluxmeter was mounted on a
rotating table, whose orientation with respect to the beam axis
could be varied and accurately determined. The pivot point of the
rotation of the Fluxmeter was a point along the axis of
cylindrical symmetry of the telescope and located half way between
the two solid state detectors. During the tests, the Fluxmeter
was rotated from +300 to -210 with respect to the electron beam.

Beam spot size was set by a 1.27 cm 2 area collimator at the
entrance to the chamber containing the Fluxmeter. A phospher was
observed visually to allow focus adjustments to produce a uniform
intensity over the entire spot area. Subsequently, beam intensity
was measured with solid state monitor detector connected to a
ratemeter. The area of the monitor was chosen to be larger than
the collimated beam spot. The monitor was moved into the beam
frequently between Fluxmeter tests so that the interpolated
monitor count rate could provide a normalization for each
Fluxmeter measurement.

2.2 Data Reduction

Fluxmeter data were collected in 10 second long intervals.
Eight such intervals constituted a data record. The beam
intensity was measured every 2 to 3 records. Linear interpolation
of the measured values was used to associate a beam intensity with
each record, or fraction of record. The ratemeter reading was
accurate to better than 3% at all times. Ratemeter dead time as a
function of beam intensity, was measured and found to be a small
correction, of the order of 3 - 5% for most of the data of
interest (see Fig. 2.1). Thus, the estimated record-to-record
relative normalization error, including the interpolation error,
is of the order of 7%.

For measurements with non-zero angles of beam incidence the
beam spot geometry must be considered. The pivot point of
Fluxmeter rotation was such that, when the instrument was rotated
to an angle 0, the entrance aperture of the telescope moved
horizontally away from the beam aris. The distance of the center
of the entrance aperture from the beam axis, D, is just

D = Dp*sin(O) (2.1)

where Dp = 3.94 cm is the distance from the pivot point to the
entrance aperture. If the beam spot is of the same size as the
entrance aperture of the fluxmeter, as was evidently observed,
then the rotation of the instrument has the effect of moving a

3
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part of the aperture out of the beam. Therefore, the actual
number of beam electrons that enter the detector, when it is at a
non-zero angle with respect to the beam, is smaller than would be
indicated by the measured monitor detector count rate.

The absolute number of particles incident on the detector
depends sensitively on the beam profile which is not accurately
known. Qualitative arguments in Section 2.4 will indicate that
the beam has roughly constant intensity over most of the beam spot
area but drops off sharply near the edges. In the data analysis
in this section, the finite size of the beam spot is ignored and
the data at all angles are normalized to the monitor count rate.
This procedure overestimates the flux into the detector since some
of the beam particles seen by the monitor detector may be outside
the entrance aperture of the Fluxmeter. The error in absolute
normalization is estimated to be 30%.

Normalization to the measured monitor count rate thus
underestimates the detector response at larger angles relative to
the response at smaller angles. This effect becomes significant
for angles greater than 120. However, the large angle response of
the detector is a small contribution to the total response so that
the total error introduced by this effect in the angle-integrated
geometric factor is small compared to other experimental
uncertainties. The large angle response of the Fluxmeter is an
important consideration in the calculations of Section 2.4 and it
is treated there in more detail.

The quantity of interest in the calibration of the Fluxmeter
is the geometric factor as a function of incident electron energy,
G(E). Geometric factor is defined by

c max
G(E) = 21f 3 A(E,O) sin(9) d8 (2.2)

0

where A(E,O) is the effective detector area as a function of
energy and angle of incidence of the electrons and 6max is the
largest angle for which A(E,O) is non-vanishing. If the effective
area is defined by two concentric circular apertures, with radii
r, and r2 and separated by a distance D, then A(O) is given by

r2 cos(9) If 0 < tan(6) < (R - r)/D (2.3)

A(O) = cos(O) [f(r,R) + f(r,R) -D h(R,r) tan(9)]

If (R - r)/D < tan(6) < (R + r)/D

0 If tan(e) > (R + r)/D

5



where r and R are the smaller and larger of the values of rl and
r2 , respectively, and the functions f and h are given by

f(xy) = x2 . cos-I ------------------- I

[2xD tan~e)J

and

x2 + y2  (x2 - y2)2  D2tan 2 (8)I/2

h(x,y) = -- --] ------ - ----
2 4 D2 tan 2 (6) 4 t

Substituting eq. (2.3) into eq. (2.2) and integrating yields

G 2 -r 12 + r22 + D2 - ((rl 2 + r22 + D2 )2 - 4r12 r22 }i/J (2.4)

Using purely geometric considerations, the opening angle of the
Fluxmeter is defined by the entrance collimator (rI = 0.635 cm)
and the collimator in front of the back solid state detector
(r2 = 0.264 cm). The two collimators are 4.83 cm apart. In this
geometry Omax = 9.30 and an evaluation of eq. (2.4) yields G(E) =
1.2 x 10 - 2 cm -sr.

The measured 9max and G(E), however, are considerably
different from those calculated using only geometric
considerations. The reason for this deviation is electron
multiple scattering in the entrance Be foil and the two solid
state detectors. For angles of incidence smaller than 9max, the
effect of the scattering is to decrease the number of electrons
that reach the BGO crystal as many electrons are scattered away
from the detectors and absorbed by the collimators and spacers.
On the other hand, electrons with angles of incidence larger than
6max , which would not otherwise reach the BGO crystal, may be
scattered into the BGO. The net effect is to greatly reduce the
magnitude of the angle integrated quantity, G(E), but to increase
Omax above the values calculated by ignoring scattering effects.
A more thorough discussion of scattering is contained in
section 2.4.

The effective detector area, A(E,O), is determined from the
data using

imax

(Ni/lO)i=l

A(E,O) =------------- - Ao  (2.5)
(MON/DT)

6



where Ni is the number of BGO counts collected during the ith 10
second data collecting interval (imax varied from 3 to 8), MON is
the monitor count rate in Hz, DT is the calculated monitor dead
time factor and Ao is the collimated beam spot area, 1.27 cm2 .
The monitor dead time factor was calculated from the expression

DT = 1.02642 - MON * 0.00337 (2.6)

which is the best straight line fit to the measured monitor
detector dead time correction factor (Fig. 2.1). The geometric
factor, G(E), is calculated from the data by using eq. (2.2) with
A(E,O) given by the measured values of BGO area at 00, 60, 120 and
180 for the angular ranges of 0o-30, 30-90, 90-150 and 150-210,
respectively.

2.3 Experimental Results

The nominal operating voltage for the BGO photomultiplier
tube (PMT) is the high voltage setting 128. Most of the
calibration work was performed at this setting and is discussed
first in this section. A discussion of the results with different
high voltage settings is at the end of this section.

The sensitivity of the Fluxmeter to electrons with energies
below the threshold energy of 1 MeV was investigated using high
intensity (monitor count rate was approximately 57 kHz) beams. In
the configuration which required both solid state detector signals
to be in coincidence with the BGO signal, the Fluxmeter showed no
response to electrons while under bombardment by 0.25, 0.50 and
0.75 MeV beams.

The experimentally determined values of A(E,O), obtained
using eq. (2.5), are tabulated in Table 2.1 for the various
electron energy channels. Table 2.2 shows the geometric factors
derived using the measured A(E,B) values. The data from Table 2.2
are plotted in Fig. 2.2. It is evident that, for the electron
energies below 1.75 MeV, the total geometric factor is much
smaller then the nominal value of 1.2 x 10-2 cm2 -sr and is rapidly
decreasing with decreasing energy. The reason for this is that
the effects of multiple scattering and absorbtion are much larger
at lower energies than at higher ones. The 1 MeV electrons are
just barely energetic enough to reach the BGO crystal and so are
subject to the largest effect. Examination of Fig. 2.2 also
shows that measurements with electron beams with energies above 2
MeV are necessary to completely characterize the response of even
the lowest electron channel, LL-LI.

Fig. 2.3 shows the ratio of counts in the LL-L1 channel to
the total number of counts in all channels as a function of angle
of incidence for 1.50 and 1.75 MeV electrons. Evidently, this
ratio is constant for all angles of interest, which implies that
the size of the signal from the BGO crystal is independent of
bombarding angle in the 00 to 180 range. This effect can be
understood by considering the geometry of the Fluxmeter. The

7
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Table 2.2

Geometric factors for the three lowest Fluxmeter electron
channels. Units are 10-5 cm2 -sr.

Channel Electron Energy (Hey)
_______________ 1.00 - 1.25 - 1.50 - 1.75

LL-Ll 1.85 15.5 36.4 36.9

L1-L2 0.0 0.0 19.2 70.4

L2-L3 0.0 0.0 0.0 0.9

TOTAL 1.85 15.5 55.6 108.2



collimation in the Fluxmeter is very tight so that only electrons
moving on trajectories nearly perpendicular to the back solid
state detector can enter the BGO crystal. Therefore, the angular
distribution of trajectories and, consequently, the energy
deposition of electrons that enter the BGO is, to a good
approximation, a function of the electron energy only, and not of
the initial angle of incidence.

Although HV-128 is the nominal setting for the PMT, the
Fluxmeter response was measured for a range of HV se:ttings, from
HV-0 to HV-255. If the operating voltage of the PM. needs to be
changed from the HV-128 setting, the results of the high voltage
sweep measurements allow the calculation of appropriate
corrections to the HV-128 calibration. In addition, these
measurements can be used to determine the efficiency of counting
electrons as a function of their energy.

Fig. 2.4 shows the count rate (relative to that at HV-128) at
00 for 1.0 and 1.5 MeV electrons for a variety of high voltage
settings. The count rate for 1.5 MeV electrons is a very slowly
rising function of the high voltage above HV-100. This indicates
that above this setting the detection efficiency is near its
maximum level and raising the voltage, or lowering it slightly,
will not change it very much. On the other hand, the relative
count rate for 1.0 MeV electrons rises steeply with increasing
voltage above HV-128 and only appears to level off above HV-255.
Consequently, a change in the high voltage setting, from HV-128,
will change the detection efficiency for 1.0 MeV electrons. This
change is due to the fact that average energy deposited in the BGO
crystal by a 1.0 MeV electron is near the detection threshold and
an increase in the amplification, effected by raising the high
voltage, makes the PMT signals larger. Consequently, more of the
previously sub-threshold signals are raised above the detection
threshold thus increasing the detection efficiency.

The change in signal size as a function of applied PMT
voltage is apparent from Fig. 2.5. All the data points were taken
with a 1.5 MeV beam so that the amount of energy deposited in the
BGO crystal remained constant. As the voltage was increased,
counts were taken out of the lowest LL-Ll channel and appeared in
the higher LI-L2 and L2-L3 channels.

2.4 Theoretical Analysis of the Fluxmeter Electron Response

2.4.1 Description of Fluxmeter Model

As is evident from the discussion in Section 2.3, the
performance of the Fluxmeter deviates significantly from the
predictions based on the detector geometry alone. Therefore, a
model of the interaction of the detector with incident electrons
has been developed to verify that the response of the Fluxmeter
can be understood if the effects of multiple scattering and beam
spot geometry are properly taken into account. The model will be
described in this section while the comparison of the model
calculations with the data will be shown in Section 2.4.2.

12
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The Fluxmeter is represented in the model as a set of
apertures. The first aperture is the tungsten entrance collimator
of the Fluxmeter, the last is the opening in the aluminum detector
holder of the back SSD just before the BGO scintillator. The
various apertures and their positions and physical dimensions are
shown in Table 2.3. As the electron moves through the Fluxmeter
toward the BGO it must pass inside every aperture. Those
electrons whose trajectories fall outside an aperture are assumed
to be absorbed and fail to reach the BGO. At three of the
apertures ( Be foil, SSD-Front and SSD-Back ) the electron suffers
multiple scattering, with the angular distribution given as
described below.

The multiple scattering angular distributions were obtained
using the results of a study by Seltzer and Berger (Ref. 2.1).
These authors measured electron scattering distributions and found
that in a energy range between 0.1 and 0.4 MeV the distributions
depend to first order only on the parameter z/ro, the ratio of the
target thickness, z, to the total range of the electron in the
target material, ro . An assumption was made that this parameter
dependence can be extended to the energy range of interest of the
Fluxmeter. The range and energy loss of electrons in various
materials was calculated from the tables of Ref. 2.2.

The Be entrance foil has a thickness of 6 mils so that for
1.5 MeV electrons z/ro = 0.03. Interpolation from Ref. 2.1 gives
the angular distribution as a near Gaussian shape with the
standard deviation of approximately 140. The distributions for
scattering from silicon (the material of the SSD's) were not
available in the literature and the following procedure was
adopted to estimate them. An angular distribution, fo(e), for the
proper value of z/ro, was interpolated from the data of Rester and
Derrickson (Ref. 2.3), who measured the scattering of 1 MeV
electrons from aluminum foils.

Since aluminum and silicon differ only slightly in mass and
electron number it is reasonable to assume that their electron
multiple scattering distributions for energetic electrons will be
similar. In the model calculations fo(e) as well as two other
related distributions, fl(O) = fo(l.2*0) and f2 (e) = fo(l.5-0),
were used. The three distributions are shown in Fig. 2.6. Best
results were obtained with f2 and all calculation results quoted
in this report use that distribution. In view of the uncertain-
ties in determining the silicon angular distributions, it is felt
that the use of f2 is justified.

A small correction for the probability of reflection of an
electron from the 700 micron thick SSD was also made. Extrapo-
lation from the data of Ref. 2.1 for aluminum gives the reflection
probability of approximately 4.5% at each solid state detector.
No correction was made for the electron reflection probability
from the BGO as no such data were available. However, this
probability must be larger than the reflection probability from
the thinner SSD's, so that the calculated BGO count rate is too
high by at least 5%.
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TABLE 2.3

Listing of Apertures and Aperture Parameters
Used in the Fluxmeter Simulation Calculation.

Aperture Description Distance Radius
( cm) (cm)

1 Entrance Collim. (Front) 0.00 0.64

2 Entrance Collim. (Back) 0.51 0.64

3 SSD-F Collim. (Front) 1.78 0.48

4 SSD-F Collim. (Back) 2.29 0.48
(Be Foil)

5 SSD-F Detector 2.67 0.56

6 SSD-F Holder (Back) 3.05 0.60

7 SSD-B Collim. (Front) 4.32 0.26

8 SSD-B Collim. (Back) 4.83 0.26

9 SSD-B Detector 5.21 0.40

10 SSD-B Holder (Back) 5.59 0.46

11 BGO Crystal 5.67 1.27

Note: Numbers in distance column indicate distance
from the front of the entrance aperture.
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The solid state detector electron detection efficiency has
been measured for detectors with only a small, central portion of
the active area exposed. The efficiency of detection of electrons
over the entire surface of the detector is not well known and, in
fact, may vary from detector to detector. The reason for this is
that the energy deposited in an SSD by an electron is small and
charge collection efficiency close to the edges of the detector
depends on the manufacturing details of the SSD as well as the
applied bias voltage. An attempt was made to account for the
relatively poor charge collection near the detector edge by
requiring that the entire electron track must be contained inside
the SSD. In cases where the electron exited the detector through
the side, rather than the back, it was assumed that the electron
was not detected by the SSD.

During the calibration work at GSFC a number of measurements
were taken of the BGO scintillator count rate with both triple
coincidence requirement (BGO - SSD-Front - SSD-Back) and double
coincidence requirement (BGO - SSD-Front or BGO - SSD-Back). The
ratios of the count rates are plotted in Fig. 2.7. Evidently the
triples rate is approximately 80% of the doubles rate regardless
of electron energy, angle of incidence and of which SSD is used in
the double coincidence. This suggests that, for the electron
energy range studied, there exists an inefficiency in the
electronics for detection of BGO - SSD coincidences. Such an
effect may be due to timing jitter of the signals from the various
detectors sometimes exceeding the required coincidence overlap
time. Accordingly, the calculated BGO count rate was multiplied
by a factor of 0.64 (i.e. 0.8 x 0.8) when compared to the triple
coincidence data.

The exact beam spot geometry was not well known, as was
discussed in Section 2.2. Therefore, several beam spot geometries
were tried in the model calculations. Initially the calculations
were performed assuming a beam uniform across the Fluxmeter
entrance aperture. In view of the fact that the beam spot is
finite in size and that the rotation of the Fluxmeter moved the
entrance aperture partly out of the beam, this geometry is
unrealistic. Two other shapes of beam spots were used. Both are
Gaussian shapes, centered on the Fluxmeter symmetry axis when the
Fluxmeter is at 00, one with a standard deviation, o, of 0.7 cm
and the other with a = 0.5 cm. The first one is rather flat
across the detector entrance with a gradual fall off, the second
one is sharply peaked at the center with a much steeper fall off
toward the edges. As will be evident from the analysis of the
next section, the actual shape of the beam spot was probably
intermediate between the two, flat over most of the area but with
a rapid fall off near the edges.

2.4.2 Model Calculations and Comparison With Data

The actual model calculations were carried out by a Monte
Carlo computer code, FLUX_M5, written in the Turbo Pascal
programming language for the IBM PC. Electron tracks were
generated at the entrance aperture of the Fluxmeter with a fixed
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Figure 2.7 Ratio of triple coincidence counts to double
coincidence counts. Legend indicates which
SSD is required in the double coincidence.
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angle of incidence and initial positions given by the Gaussian
beam spot distribution functions of Section 2.4.1. Each track was
followed through the Fluxmeter for as long as it fit inside the
successive apertures listed in Table 2.3. Once the track passed
outside an aperture, the calculation for that event was stopped.
At the Be foil and the two solid state detectors the angle of the
track was altered by folding the pre-scattering track angle with
the multiple scattering angle. The multiple scattering angle was
chosen randomly using the f2 (a) distribution function described in
the previous section.

For each initial electron incidence angle, 10,000 events were
generated at the Fluxmeter entrance aperture and their tracks
followed until they either reached the BGO crystal or were removed
from calculation. The output of the program was the number of
electrons detected by the front SSD, the back SSD, and the BGO
scintillator. Due to the difficulty in obtaining proper multiple
scattering distributions, the calculations were only carried out
for 1.5 MeV electrons.

The model calculations of the effective area of SSD-Front and
the values extracted from the data are shown in Fig. 2.8. For
angles of incidence up to 120 the data are well reproduced by the
calculation with the beam spot width parameter, a, of 0.7 cm. At
the largest angle, 180, the calculation with a = 0.5 cm provides a
much better fit to the data. This is evidence for a beam
intensity uniform over much of the Fluxmeter with a rapid fall off
in intensity near the edges.

The calculated and measured values of the geometric factor of
SSD-Back are shown in Fig. 2.9. Once again, it is evident that
the data for angles up to 120 are better reproduced by a uniform
beam intensity over the central region of the detector. The large
angle data indicate a rapid intensity fall off near the edges of
the beam spot. Finally, the experimental and theoretical
geometric factors of the BGO scintillator are shown in Fig. 2.10.

Given the uncertainties in some of the model parameters, the
calculations reproduce the data quite well. The calculations
provide a reasonable fit to the BGO count rate data for all except
the largest angles and even there the general trend of the data is
reproduced. The experimental counting statistics and the
calculation's uncertainties are the greatest at 180, so that good
absolute agreement between data and theory cannot be expected at
this large angle.

3. HIGH ENERGY ELECTRON RESPONSE

The response of the Fluxmeter to electrons with energies
between 1.3 and 10.8 MeV was measured at the Rome Air Development
Center (RADC) LINAC at Hanscom Air Force Base. The experiment,
analysis of the collected data, and final results are discussed in
this Section.
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3.1 Experimental Arrangement

The Fluxmeter was mounted on a rotating table at a distance
of approximately 1.2 meters from the flange at the end of the 300
LINAC beam line. Beam electrons had to travel through the flange,
consisting of aluminum and cooling water, and the 1.2 m air gap
before striking the Fluxmeter. The total amount of degrader areal
density was equivalent to 0.61 gm/cm2 of water. A 1500 pm solid
state beam monitor detector was mounted near the Fluxmeter. This
detector had a 1.27 cm thick lead collimator with a 0.47 cm
diameter hole and its center was 10 cm from the central axis of
the Fluxmeter (also the beam axis).

The monitor detector did not move when the Fluxmeter was
rotated with respect to the beam. Therefore, it was used to
provide the relative angle-to-angle normalization as the Fluxmeter
response was mapped out as a function of angle at a fixed beam
energy. The fact that the monitor was located 10 cm from the
Fluxmeter axis made it unsuitable for use in determining the
absolute beam normalization at the Fluxmeter location. The
absolute beam normalization was provided by the SSD-Front detector
when the Fluxmeter was at 00 with respect to the beam.

The energy loss of the beam electrons in the degrader
material was obtained using the data from Berger and Seltzer.
(Ref. 2.2). Table 3.1 lists the nominal beam energies, the
effective beam energies after the degrader and the angular ranges
that were studied with the RADC LINAC beam. Multiple scattering,
suffered by the beam electrons in the degrader material, had the
effect of spreading the beam out both in angle and energy.
Angular beam spreading and its effects are described in Section
3.2 while the energy straggling and its effects are described in
Section 3.3.

3.2 Angular Distributions

Electron scattering that affects the Fluxmeter has two
contributions, external and intrinsic scattering. External
scattering is, in principle, under the experimenter's control. It
includes the effect of degrader material, if any, that is located
between the end of the evacuated beam line and the Fluxmeter. At
the GSFC Van De Graaff, for example, the Fluxmeter was in a vacuum
chamber so that there was no external scattering. At the RADC
LINAC there was a considerable amount of material that the
electrons had to traverse before striking the Fluxmeter.
Intrinsic scattering is the scattering that takes place in the
elements of the Fluxmeter itself, the Be foil and the two solid
state detectors. It is fundamental to the design of the detector
and part of the true detector response.

The primary effect of external angular scattering on the
Fluxmeter calibration data is to distort the angular response of
the detector. Electrons moving parallel to the beam axis cannot
travel all the way to the BGO crystal through the two solid state
detectors once the Fluxmeter has been rotated by more than 150
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Table 3.1

List of energies and angles investigated at the RADC linac.

Nominal Beam Effective Beam Angles of Measurement
Energy (MeV) Energy (MeV)* (degrees)

2.5 1.3 0, 6, 12, 18, 24

3.0 1.8 0, 6, 12, 18, 24

4.0 2.8 0, 6, 12, 18, 24

4.5 3.3 0, 6, 12, 18, 24

5.4 4.2 0, 6, 12, 18, 24

8.0 6.8 0, 3, 6, 9, 12, 15
18, 21, 24

10.0 8.8 0, 6, 12, 18, 24

12.0 10.8 0, 6, 12, 18, 24

* - Energy after traversing the beam pipe flange and air gap
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with respect to the beam (see Fig. 2.10). However, electrons
which have undergone scattering in the degrader and are moving at
some non-zero angle with respect to the beam can still trigger a
triple coincidence (SSD-Front, SSD-Back and BGO) for Fluxmeter
rotation angles considerably larger than 150.

The effects of angular scattering are illustrated in Fig.
3.1. The solid line is the limiting Fluxmeter response, calcu-
lated using the code FLUX M5 assuming no electron scattering.
Data taken at 1.25 MeV beam energy at GSFC demonstrate the effects
of intrinsic scattering. The intrinsic scattering of 3.5 MeV
electrons is less than that of 1.25 MeV electrons, so that the 3.5
MeV RADC data should lie along a curve which shows even less of a
scattering effect than the 1.25 MeV data. It is evident that the
external scattering suffered by the 3.5 MeV beam at the RADC LINAC
distorts the angular distribution to the point that it can no
longer be used to calculate the angular response of the Fluxmeter.
Electrons with 12 MeV of energy are much less affected by angular
scattering effects, both intrinsic and external.

3.3 Energy Distributions

Energy straggling is another effect of electron scattering in
matter. After traversing some distance in a material, initially
mono-energetic beam electrons emerge with a variety of energies
clustered around a lower average beam energy. Energy straggling
in the Be foil and the two solid state detectors is an intrinsic
part of the response of the Fluxmeter, while the straggling of the
RADC LINAC beam in the degrader material is an external effect.

The Be foil is much thinner than the solid state detectors
so that the intrinsic energy straggling is, to an excellent
approximation, equal to the straggling in the 1400 pm of silicon
(thickness of SSD-Front plus SSD-Back). Berger et al. (Ref. 3.1)
have measured the energy straggling in silicon of electrons with
energies between 0.25 and 5 MeV. These authors concluded that
the straggling distribution is only a function of the parameter
z/ro where z is the material thickness and ro is the range of an
electron of a given energy. The shape of the straggling
distribution, in the range of interest of the parameter z/ro, is
well approximated by a two sided Gaussian curve

(i/J2xca) exp(-(E-Eo)2/2aa 2 ) if E<E 0S(E) =(3.1)(1/I2roa) exp(-(E-Eo)2/2ab 2) if E>E o

where ca and ab are the standard deviations on either side of the
peak of the curve, Eo . Figs. 3.2 and 3.3 show the aa/Eo and ablEo
values, as a function of z/ro, taken from Ref. 3.1. The
polynomial fits to these values are given by
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aa/Eo = -0.00174 + 0.25957(z/ro) + 0.14491(z/ro)2  (3.2)

and

ob/Eo = -0.00105 + 0.07230(z/ro) + 0.18143(z/ro)2  (3.3)

In the energy range from 0.5 to 10.0 MeV the range of electrons in
silicon as a function of energy can be parametrized by

ro(E) = -0.368 + 2.731E - 0.021E 2  (3.4)

where E is in MeV and ro in mm.

The BGO crystal energy resolution adds another uncertainty to
the Fluxmeter energy measurement. An ideal BGO scintillator
detection system would have the fractional energy resolution
dE/E proportional to E-1 /2 , since the ideal resolution is
determined by the counting statistics of the scintillation
photons. The actual resolution was determined by fitting the data
of Ref. 3.2 and 3.3 with the result that the standard deviation of
the resolution function, aBGO, is given by

aBGO = 0.055-E+0 .3 8 (3.5)

where E is in MeV.

Fig. 3.4 shows the measured and calculated Fluxmeter pulse
height distributions for a 3 MeV RADC linac beam. The
experimental spectrum was determined from a pulse height analysis
of the buffered output of the photomultiplier tube coupled to the
BGO crystal. The calculated spectrum was obtained by folding the
BGO resolution function with the effective beam energy
distribution. The beam energy distribution was the z/ro = 0.625
curve from Ref. 3.1, since the approximate value of z/ro for the
degrader plus the solid state detectors is 0.61. The agreement
between the data and calculated valves is quite good, indicating
that the Fluxmeter energy response is well understood
theoretically.

3.4 Data Reduction

Fluxmeter data was collected in ten second intervals, and
eight such intervals constituted a data record. Typically, five
data records were taken at each energy and Fluxmeter angle
setting, one for each of five coincidence modes. The five modes
were ON/ON/ON, OFF/ON/ON, ON/OFF/ON, ON/ON/OFF and OFF/OFF/OFF,
where the first word indicates the status of the SSD-Front - BGO
coincidence, the second word the SSD-Back - BGO coincidence and
the last word the plastic scintillator shield - BGO anti-
coincidence. The results reported in this section include only
data taken with the Fluxmeter in the ON/ON/ON state.
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The monitor detector data accumulation time interval was 100
seconds. Monitor data acquisition was started before the begining
of the Fluxmeter data record so as to overlap it slightly in time
on both ends. Most Fluxmeter data records have an associated
monitor count rate. Linearly interpolated values of the monitor
count rate were assigned to those Fluxmeter data records that have
no associated monitor reading.

At each beam energy, E, the absolute normalization was
obtained using the SSD-Front detector with the Fluxmeter at 00 to
the beam. The effective BGO area at 00, A(E,0), is given by

NBGO (0)
A(E,0) ---- *AF(E) (3.6)

NF(O)

where NBGO is the sum of BGO counts from all energy channels in
one data record, NF is the total number of SSD-Front counts and
AF(E) is the effective SSD-Front area as a function of beam
energy. AF(E) includes the effects of electron scattering in the
Be foil, reflection at the detector surface, scattering out of the
active region of the detector, effects of energy thresholds in the
electronics and other detection inefficiencies. Values of AF(E)
measured at GSFC are shown in Fig. 3.5, while the solid line
represents an estimate of AF(E) used in the analysis of the RADC
data. The reason that AF(E) was chosen to approach the limiting
area defined by collimator geometry is that the effects that tend
to decrease the effective SSD-Front area become smaller with
increasing electron energy.

The relative angle-to-angle normalization, at a fixed beam
energy, was calculated using the monitor counts. For each energy
a constant KFM was defined such that

KFM = SSD-F counts at O°/Monitor counts at 00 (3.7)

The BGO area as a function of energy was then given by

NBGO(O)
A(E,0) = * AF(E) (3.8)

KFM NMon(P)

The total Fluxmeter geometric factor can be calculated by using
values obtained from eq. (3.8) in eq. (2.2).
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3.5 Experimental Results and Calculations

3.5.1 Total Geometric Factor

The calculation of the Fluxmeter geometric factor is
complicated by the fact that, as was discussed in Section 3.2, the
A(E,O) values measured at the RADC LINAC are distorted by external
scattering. As a result, the geometric factor at each electron
energy was calculated in three different ways: 1) using the
measured RADC angular distribution, 2) using the closest energy
GSFC angular distribution (1.25 Mev for the 1.3 MeV RADC data and
1.75 MeV for the higher energy RADC data) and 3) using the
calculated "no scattering" angular distribution. The geometric
factors, GF(E), obtained using method 2 or 3 were calculated from.

A(E, 0=0)
GF(E) =- GFi (3.9)

Ai

where the index i indicates that the 00 area and geometric factor
values are taken from the appropriate GSFC or the calculated "no
scattering" angular distribution.

The measured RADC angular distributions at the effective beam
energies of 1.3, 1.8, 2.8 and 3.3 MeV are very similar to the 4.2
MeV distribution (see Fig. 3.1). The 6.8 and 8.8 MeV distribu-
tions are similar to the 10.8 MeV distribution. Consequently, the
geonetric factor calculated using method 1 will be greatly over-
estimated for effective beam energies of 4.2 MeV and below. For
the three highest energies, this method should be quite acurate.
Method 2 will produce approximately correct geometric factors for
the 1.3 and 1.8 MeV runs and probably for the 2.8, 3.3 and 4.2 MeV
runs as well. The geometric factors for the three highest
energies will be overestimated by this method. Finally, method 3
will underestimate the geometric factors for all energies. Use of
the three methods of calculation gives a best estimate of the
geometric factor at a given energy as well as upper and lower
bounds. The calculated values are listed in Table 3.2.

3.5.2 Energy Channel Response Calculation

The ten Fluxmeter energy channels, LL-Ll through L9-LlO, can
in principle be calibrated by measuring the response of the
channels to mono-energetic electron beams of various energies.
Unfortunately, the combination of energy straggling in the beam
path and poor beam quality made such a measurement at the RADC
LINAC impossible. The response of the energy channels to
electrons was, therefore, calculated using available experimental
data and the known physical properties of the Fluxmeter's
detectors. The remainder of the this section contains a descrip-
tion of the calculation. The results are shown and discussed in
Section 4.
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Table 3.2

Geometric factors calculated using methods of Section 3.5.1.

Effective Beam Geometric Factors (10- 5 cm 2-sr)
Energy (MeV)

Method 1 Method 2 Method 3

1.3 80.2 22.1 10.5

1.8 159.9 95.3 26.9

2.8 440.1 266.2 75.2

3.3 542.1 391.6 110.6

4.2 453.4 317.1 89.6

6.8 517.4 1235.4 349.1

8.8 671.4 1102.6 311.6

10.8 644.5 904.0 255.4
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As electrons traverse the Be foil and the two solid state
detectors they suffer angular scattering and energy straggling.
To a good approximation the two processes can be treated
independently of each other (Ref. 3.1), which implies that the
energy distribution of scattered electrons is independent of the
angle through which the electrons are scattered. The energy
distribution is also approximately independent of the angle of
incidence of the electrons on the Fluxmeter entrance aperture,
since the cose corrections to the degrader thickness are less than
5% for the Fluxmeter geometry. Consequently, the shape of the
measured energy distribution is only a function of the incident
beam energy.

A computer code, FR4, was written to simulate the interaction
of a mono-energetic beam of electrons with the Fluxmeter. This
Monte Carlo calculation follows the energy loss and straggling
processes of the electrons, with initial energy Eo , as they
traverse the solid state detectors. It also simulates the BGO
energy resolution in arriving at the final value of the electron
energy as measured by the Fluxmeter. The energy losses in the Be
foil are negligible and are not considered in the calculation.

An electron with energy Eo and moving toward the BGO parallel
to the Fluxmeter central axis is generated at the entrance
aperture. The mean energy with which the electron emerges after
passing through the SSD's, El, is calculated using eq. (3.4). The
range given by eq. (3.4), r(Eo), has the thickness of the two
SSD's (1.4 mm) subtracted

Ar = r(Eo) - 1.4 (3.10)

and then eq. (3.4) is inverted to solve for E1 in terms of Ar.
The shape of the distribution is given by eq. (3.1) with aa and b
as calculated from eqs. (3.2) and (3.3). A random number
generator which selects numbers according to the distribution
given by eq. (3.1) is used to choose the deviation from the mean
energy loss, dEj, so that after the two SSD's the electron energy,
E2 , is

E2 = El + dE1  (3.11)

The energy resolution of the BGO crystal is described by a
gaussian curve with the standard deviation given by eq. (3.5). A
gaussian random number generator is used to generate the error in
energy measurement, dEBGO, so that the final measured energy, Em,
is

Em = E2 + dEBGO = E1 + dE1 + dEBGO  (3.12)

At this point the appropriate energy channel, as determined by the
value of Em, is incremented and the next event is generated.
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4. SUMMARY OF ELECTRON CALIBRATION RESULTS

The geometric factors obtained from the measurements at GSFC
and RADC are listed in Table 4.1. The column labeled GF contains
the best estimate of the geometric factor at a given electron
energy. The GSFC and the 6.8, 8.8 and 10.8 MeV RADC values were
calculated using the measured angular distributions, while the
1.3, 1.8, 2.8, 3.3 and 4.2 MeV RADC values were calculated using
method 1 of Section 3.5.1. Lower and upper limits on the RADC
values are listed in the columns labeled Low GF and High GF
respectively. The low limit was calculated using method 3 of
Section 3.5.1, the high limit using methods 1 or 2 as indicated in
the table. Values from Table 4.1 are plotted in Fig. 4.1. It
should be noted that the vertical bars on the RADC data points are
the Low GF and High GF limits and not statistical error bars. The
solid line is an empirical fit to the best estimate geometrical
factor data points and its form is given by

exp(-5.829E 2 +21.452E-14.985) if 1.00<E<1.75 MeV

GF(E) = exp(-0.378E 2 +2.553E+l.373) if 1.75<E<2.8MeV (4.1)

1.75 ]1.2
700 1 if E> 2.8 MeV

Calculations, as described in Section 3.5.2, were carried out
for 0.05 MeV energy steps between 0.7 and 11.0 MeV and with
100,000 events at each energy. The results show that the relative
response, that is the probability of an electron with an energy E
to be counted in channel n, R(E,n), of channels LL-Ll to L5-L6 can
be written as a gaussian function

R(E,n) = Rmax(n) - exp((-E-Ep(n))2/2a 2 (n)) (4.2)

where Rmax is the relative response at the peak of the response
function, ED, and a is the standard deviation, obtained from the
full-width-at-half-maximum, FWHM, of the calculated distribution
using FWHM = 2.35a. The four high energy channels, L6-L7 to L9-
Lb0, have a broad energy acceptance and have a constant relative
response, Rmax, in the region around Epeak. The relative response
for these channels is given by

Rmax(n) x exp(-(E-Ep(n)-AE(n))2 /2a2 (n))

R(E,n) = Rmax(n) (4.3)

Rmax(n) x exp(-E-Ep(n)+AE(n))2 /2v2 (n))

36



Cl)

E 1io 3

AGSFC Data
0

0)-

0 2 4 6 8 10 12
Electron Energy (MeV)

Figure 4.1 Total Fluxme ter geometric factor. Solid line
is an empirical fit to the data (see text).

37



Table 4.1

List of geometric factors from GSFC and RADC experiments.
Geometric factors are in units of 10- 5 cm2 -sr. Letter in
column labeled Ang. Dist. indicates which angular distribution
was used in calculating the High GF value.

Effective Beam Facility GF Low GF High GF Ang.
Energy (MeV) Dist.

1.00 GSFC 1.85 --

1.25 GSFC 15.5 --

1.3 RADC 22.1 10.5 80.2 a

1.50 GSFC 55.6 --

1.75 GSFC 108.2 --

1.8 RADC 95.3 26.9 159.9 a

2.8 RADC 266.2 75.2 440.1 a

3.3 RADC 391.6 110.6 542.1 a

4.2 RADC 317.1 89.6 453.4 a

6.8 RADC 517.4 349.1 1235.6 b

8.8 RADC 671.4 311.6 1102.6 b

10.8 RADC 644.5 255.4 904.0 b

Notes: a - own angular distribution

b - 1.75 GSFC angular distribution
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for E < Ep(n) - AE, Ep(n) - AE < E < Ep(n) + AE and E > Ep(n) + AE
respectively. The various parameters used in eqs. (4.2) and (4.3)
are listed in Table 4.2. A full tabulation of GF(E) and R(E,n)
values is found in the Appendix. The absolute energy response of
a Fluxmeter energy channel, AR(E,n), is given by

AR(E,n) = GF(E)-R(E,n) (4.4)

Figs. 4.2 and 4.3 show the curves which describe the absolute
response of the Fluxmeter according to eq. (4.4).

5. PROTON RESPONSE MEASUREMENT

The response of the Fluxmeter to protons with energies
between 25 and 144 MeV was investigated in May, 1985 at the
Harvard University Cyclotron. The accelerator produces a 160 MeV
proton beam which must be passed through absorber material in
order to lower the energy of the beam particles. Beam energies of
66 MeV and below were obtained by using a 4 inches of polyethylene
as well aluminum and/or copper pieces of varying thickness as
absorber material. Higher beam energies were obtained by using
aluminum and/or copper absorbers only. The Fluxmeter and monitor
detectors were located approximately 50 inches from the last piece
of absorber material. The primary monitor detector was a 750 pm
thick solid state detector with a 0.5 inch diameter lead
collimator in front of it. The collimator was 2 inches thick,
which was sufficient to stop the most energetic beam protons. The
beam intensity was chosen so that no more than one particle was
detected by the monitor detector for each cyclotron beam spill
period (4-5 psec). The analysis of the singles count rates of the
two Fluxmeter solid state detectors and the BGO crystal is
contained in Section 5.1. A discussion of the coincidence data,
which describes the contamination of the electron channels by
protons, is in Section 5.2.

The response of the Fluxmeter may be conveniently divided
into two energy regions: low energy, below 80 MeV; and high
energy, above 80 MeV. At low energies, the protons cannot
penetrate through the 0.2 inch tungsten collimators, so that the
collimator geometry determines the response of the instrument. At
high energies, as the protons penetrate through one or more
collimators and the side and back shielding, the geometry of the
various detectors determines the instrument response.

5.1 Singles Data

The proper response of the front and back solid state
detectors to protons can be verified by considering the ratio of
counts of SSD-Back to counts of SSD-Front. This ratio, for runs
with the Fluxmeter at 00, is shown in Fig. 5.1 as a function of
beam energy. At low energies, the effective areas of the Fig. 4.2
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Table 4.2

List of parameters used in eqs. (4.2) and (4.3) to
describe the response of the Fluxmeter energy channels.

Channel Ep (MeV) Rmax a (Hey) &E (14eV)

LL-Ll 1.30 0.919 0.234

Ll-L2 1.82 0.914 0.234--

L2-L3 2.35 0.925 0.234--

L3-L4 2.80 0.896 0.221--

L4-L5 3.30 0.886 0.234--

L5-L6 3.80 0.905 0.221--

L6-L7 4.55 0.997 0.293 0.15

L7-L8 5.55 0.997 0.340 0.15

L8-L9 7.08 1.000 0.357 0.58

L9-LIO 9.05 1.000 0.425 0.50
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detectors are determined by the collimators. From values listed
in Table 2.3, it is evident that the ratio of collimator hole
areas is 0.3. At high energies the ratio of effective areas is
just the ratio of detector areas or 0.5. The theoretically
expected ratio of count rates is also plotted in Fig. 5.1. The
agreement between data and calculation is satisfactory, indicating
that the effective areas of the two solid state detectors are
0.733 cm2 (SSD-Front) and 0.219 cm2 (SSD-Back) at low energies and
1.0 and 0.5 cm2 at high energies.

The effective BGO area, Abgo, for protons of a given energy
can be obtained from the data by using

Abgo = (Nbgo/Nf) * Af (5.1)

where Nbc is the total number of BGO counts, Nf is the number of
SSD-Front counts and Af is the effective SSD-Frcnt area. The
effective BGO areas at 00 with respect to the beam, as obtained
from the data as well as the theoretically expected values, are
shown in Fig. 5.2 and listed in Table 5.1. Theoretical values
were obtained in the following way. In the energy region 25 to 80
MeV the protons cannot penetrate through the collimators and the
effective BGO area is defined by the SSD-Back collimator. In the
region between 80 and 115 MeV, protons can go through only one
collimator and the effective area is defined by the SSD-Front
collimator. Finally, in the region from 115 to 144 MeV, protons
can travel through two collimators and the effective area is
defined by the entrance collimator.

Two features are immediately apparent from Fig. 5.2 One is
the deviation from the expected value of the effective area above
80 MeV and the other is the deviation at the two lowest energies.
The high energy deviation is caused by a number of factors. The
BGO photomultiplier tube pulses for high energy protons are large
enough to saturate the amplifiers. This can cause the Fluxmeter
to miss proton counts that come in the same beam spill as a large
pulse event. Although the beam intensity was set to minimize such
occurrences, a 20-30% rate of such beam spills cannot be ruled
out. Another reason for the deviation is that a proton
penetrating through a tungsten collimator must also go through a
number of aluminum spacers before it gets to the BGO crystal.
This effectively raises the energy threshold for penetration
through a collimator. Finally, multiple scattering effects can
also serve to decrease the effective BGO area.

The low energy deviation is most likely caused by beam
associated background radiation, probably gamma rays. This can be
seen from the following argument. The collimator geometry does
not allow any SSD-Front - BGO crystal coincidences for angles of
incidence above 10.5 degrees. However, examination of Fig. 5.3
clearly shows that Abgo = 0.2 cm2 for forbidden angles. Fig. 5.4
shows the fraction of the total BGO counts in the lowest two and
the highest BGO channels. Since protons with 25 and 30 MeV
deposit enough energy to exceed the LIO level the excess LL-Ll
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TABLE 5.1

Measured and calculated areas of the Fluxmeter,
with the instrument at 00 with respect to the beam.

Energy Measured Area Calculated Area
(MeV) (cm2 ) (cm2 )

25 0.503 0.219

30 0.425 0.219

51 0.296 0.219

66 0.311 0.219

79 0.305 0.219

94 0.662 0.733

i11 0.759 0.733

121 0.771 1.267

133 0.913 1.267

144 0.900 1.267
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counts and the relatively normal Ll-L2 counts at 25 and 30 MeV
indicate that the background is due to radiation that deposits
less than 1 MeV in the BGO per particle. This radiation is most
likely gamma rays from inelastic collisions between beam protons
and the carbon and aluminum nuclei in the beam degrader plates.
This background is large at low beam energies primarily because
the intensity of the beam striking the degrader plates had to be
greatly increased to maintain a suitable Fluxmeter counting rate
at the two lowest energies, 25 and 30 MeV. If the 0.2 cm2 , due to
the background is subtracted from Abgo values at 25 and 30 MeV,
the resulting values are in good agreement with theoretical
expectations.

At low energies, the BGO geometric factor, for protons in
singles mode, is determined by the entrance and SSD-Back
collimators. The angular dependence of the effective area as can
be calculated using eq. (2.3) with rI = 0.635 cm, r2 = 0.264 cm
and D = 4.83 cm. Evaluating this equation shows that the
effective area is roughly constant from 00 to 50 and decreases
nearly linearly to 0 between 50 and 10.50. Using the measured
effective area at 00, 0.3 cm2 , and the calculated angular behavior
as inputs to eq. (2.2) yields a Fluxmeter geometric factor of
1.8*10-2 cm2 -sr for protons with kinetic energies between 25 and
80 MeV. At higher proton energies, the angular dependence of the
effective area of the BGO is a complicated function of angle and
energy. A full measurement of the response of the instrument was
not undertaken. However, the high energy, 00 results indicate
(see Fig. 2.2) that the geometric factor calculated using simple
geometrical assumptions is a reliable upper limit on the singles
response of the Fluxmeter to high energy protons.

A final result extracted from the singles data is the pulse
height spectrum in the BGO crystal for incident protons. As is
evident from Fig. 5.4, the pulse height distribution varies little
with proton energy (except for the 25 and 30 MeV data points as
discussed above). Table 5.2 shows the measured distribution of
counts in the various BGO channels averaged for runs with beam
energies between 51 and 144 MeV.

5.2 Coincidence Data

In addition to the data taken with the Fluxmeter in a singles
mode, data were also taken with various coincidence requirements.
The possible coincidence modes were SSD-Front and BGO (CRF), SSD-
Back and BGO (CRB), SSD-Front, SSD-Back and BGO (CRFB) and SSD-
Front, SSD-Back, anti-coincidence shield and BGO (CRA). Tables
5.3, 5.4, 5.5 and 5.6 show the proton geometric factors as a
function of proton energy for each BGO channel and for each
coincidence requirement. It is evident that the use of a coinci-
dence mode greatly reduces the sensitivity of the instrument to
incident protons.

The values in the Tables 5.3-5.6 were calculated in the
following way. The geometric factor of a BGO channel, L, at a
given proton energy, E, and for a given coincidence mode, C,
GLC(E) is given by
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TABLE 5.2

Measured distribution of counts in the BGO channels
averaged for runs with bean energies between 51 and
144 MeV. Data taken with the Fluxmeter in singles mode.

Fraction

Channel .in Channel

>LIO 0.710

L9-LlO 0.008

L8-L9 0.011

L7-78 0.006

L6-L7 0.009

L5-L6 0.008

L4-L5 0.009

L3-L4 0.001

L2-L3 0.022

Ll-L2 0.049

LL-Ll 0.158
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GLC(E) = PL'SLC(E)'Ao(E)'FC(E) (5.2)

PL is the probability that the BGO signal will be in a given
channel L (values listed in Table 5.2) Ao(E) is the measured
Fluxmeter singles area at 00 (Table 5.1), SLC(E) is the sup-
pression factor, at 00, of a coincidence mode (CRF, CRB, CRFB or
CRA) relative to the singles mode and FC(E) is the term that
converts the area at 00 to the geometric factor.

The suppression factor is given by

SLC(E) = (NLC(E) / NLS(E)) * (Ms(E) / MC(E)) (5.3)

where NLC is the number of BGO counts in channel L in coincidence
mode C, NLS is the number of BGO counts in channel L in singles
mode and MC and MS are the SSD-Front counts in the coincidence and
singles modes respectively. If NLC(E) = 0, Eq. 5.3 has to
modified. A conservative upper limit on SLC can be obtained
assuming that the actual count distribution is a Poisson
distribution and that the probability of getting zero counts is
0.67. In that case Eq. (5.3) is replaced by

SLC(E) = (-ln(0.67)/NLs(E)) * (Ms(E)/Mc(E)) (5.4)

and the geometric factor is taken as an upper limit. In calculat-
ing the geometric factor sums, the upper limit values were not
included except to provide an upper limit for the sum.

The term FC(E) is simply the ratio of the geometric factor
calculated using Eq. (2.4) and the effective Fluxmeter area at 00,
in a given coincidence mode, as seen by the incident beam. The
radii rI and r2 used in Eq. (2.4) are the defining apertures for a
particular coincidence mode. The dependence on beam energy comes
from the fact that, for proton energies below 80 MeV, the defining
apertures are the collimators while above 80 MeV, since the
collimators no longer stop the beam, the defining apertures are
the detectors themselves. Table 5.7 lists the relevant geometric
information for the calculation of the Fc(E) values as well as the
values themselves.

6. CONCLUSION

The analysis of the experimented work carried out at the
GSFC. Van De Graaff, the RADC LINAC and the Harvard Cyclotron
provide a calibration of the Fluxmeter for electrons with energies
between 1 and 10 MeV and indicate the instruments' relative
insensitivity to protons with energies below 144 MeV. A further
refinement of the calibration may be carries out on orbit, by
comparing the Fluxmeter data with data from other instruments
which overlap the Fluxmeter's energy range.
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The appendix contains a tabulation of the Fluxmeter geometric
factors and relative channel responses as a function of incident
electron energy. The column labelled GF has the total geometric
factor, in units of cm2 - sr, calculated using the eg. 4.1. The
relative channel responses, calculated using eqs. (4.2) and (4.3),
are in columns labelled LI through LIO (LI indicates channel LL-
LI, L2 channel LI-L2 etc.). The absolute energy response of an
energy channel can be calculated form the table in the appendix,
according to eq. (4.4), by multiplying the GF value at, a given
energy, by the relative channel response at the same energy.
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